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Abstract

We introduce the use of empirical centralization to derive novel practical,
probabilistic, sample-dependent bounds to the Supremum Deviation (SD)
of empirical means of functions in a family from their expectations. Our
bounds have optimal dependence on the maximum (i.e., wimpy) variance
and the function ranges, and the same dependence on the number of samples
as existing SD bounds. To compute the bounds in practice, we develop novel
tightly-concentrated Monte-Carlo estimators of the empirical Rademacher
average of the empirically-centralized family, and we show novel concentra-
tion results for the empirical wimpy variance. Our experimental evaluation
shows that our bounds greatly outperform non-centralized bounds and are
extremely practical even at small sample sizes.

1 Introduction

The supremum deviation of the empirical means of functions in a family ¥ C X — [a,b] C R
from their expectations is a key object in the study of empirical processes [23]. Formally, let
D be a distribution on the domain X and & = {4, ..., ,,} be a collection of m independent
samples from D. The Supremum Deviation (SD) of F on x is the quantity

SD(F.) = sup £, [f] — Epl/]]. where E,[1] = =" fw) -
c =1

The sample-dependent Empirical Rademacher Average (ERA) R, (F,x) of F on x and its
expectation, the Rademacher Average (RA) R, (F,D) of F [3, [13], allow to derive upper
and lower bounds to the SD (see (2))). Let o be a collection of m independent Rademacher
variables (i.e., uniform on {—1,1}). These two quantities are defined asE]

1 m
™ Zaif(xi)
=1

The RA controls the finite-sample ezpected SD as [28]

R, (F.a) = E, [sup
feF

:| ) and R7TI,(‘F7 D) = [Em [/RTYL(‘F7 w)] ° (1)

R (F, D) — == sup | flse < E4[SD(F,a)] < 2R,,,(F,D) . (2)
2 VM oreF

Probabilistic deviation bounds can be obtained by studying the convergence properties of
the SD, and sample-dependent versions use the ERA and its deviation from the RA (see

IThe absolute value can be omitted. All we say can be adapted to this case.
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also Thm. . The dependence on the mazimum ¢ = supfef||f||OO of F makes the lower

bound unsatisfactory, as this quantity can be very large. This downside is particularly
evident at relatively small sample sizes, which are actually the most interesting in practice.
As uniform convergence bounds are now used not “just” for the theoretical analysis of the
performance of learning, but also to develop randomized approximation algorithms for many
tasks [1L 211 22] 24] 25], we believe it is extremely important to derive practical bounds to
the SD that are optimized not just in terms of the number of samples, but also of other
important parameters, such as the maximum and the wimpy variance (see ) In this
work, we use various forms of centralization to develop such practical bounds. Define the
distributional centralization Cp(F) w.r.t. D as the family

F)={z > f(x) —Eplf].f € F} . (3)
Cp(F) contains one function g for each f € F, such that g is f shifted by its expectation
w.r.t. D, thus, Ep[g] = 0 for each g € Cp(F). The Rademacher Average R,,(Cp(F), D) of
Cp(F) sharply controls the finite-sample expected SD as [7, Lemma 11.4]

SRi(Cp(F), D) < E,[SD(F, @)] < 2R,,,(Cp(F), D) . (4)

Comparing (2) and (4)), it is evident that the RA could be an arbitrary large multiplicative
factor away from the expected SD, especially at small-sample regimes or when the maximum
q of F is large. The RA of the distributional centralization instead is always at most a
multiplicative factor two away in both directions. Distributional centralization is therefore
already known to be beneficial in the expected case, but can this gain be generalized to the
probabilistic case, possibly using only sample-dependent quantities?

Contributions. In this work we introduce the use of empirical centralization (see Sect.
to derive practical, probabilistic bounds to the SD. Our bounds exhibit a better or no worse
dependence on important parameters such as the wimpy variance, the range (see @), and the
sample size m (see Thm. . We also show that the dependence on the wimpy variance that
we obtain is optimal (Lemma [2] and Coro. [I)). We introduce a novel empirical counterpart
to the RA of the distributional centralization which uses empirical centralization to bound
the SD. We analyze the bias of this quantity (Lemma [l and derive its concentration
properties (Thm. [I]) using tail bounds for self-bounding functions [4 [6]. In order to obtain
fully-sample-dependent bounds, we introduce a Monte-Carlo estimation approach with novel
tight deviation bounds (Thm. , and we also develop novel tight bounds for the empirical
wimpy variance (Thm. [2)), which we believe to be of independent interest. The results of
our experimental evaluation show the advantages of centralization: the computed bounds to
the SD are much smaller than those computed without centralization, even at small sample
sizes. Due to space restrictions, all our proofs are in the supplementary material.

2 Empirical centralization

We define the empirical centralization Co(F) of F w.r.t. the sample & € X™ as
ColF) = {z > fla) ~Elf], f € F} -

This quantity is an empirical counterpart to the distributional centralization Cp(F) of F
(see (3)). The key quantity that we use to derive the sample-dependent probabilistic bounds
to the SD (Sect. [3) is the ERA of the empirical centralization of F, i.e., the quantity

Ry (Col(F) )
This quantity is completely dependent on the realized x, even more, in some sense, than a

“standard” ERA (see (1)), because the considered family ém (F) is also a function of x, i.e.,
it is sample-dependent. We now derive its important properties: bias and concentration.

Bias The expectation w.r.t. z of R,,(C,(F),z) is not the RA of the distributional central-
ization of F (i.e., R,,(Cp(F), D)), but we now show that the bias decreases rapidly in m,
C

i.e., Ry (Cp(F),D) € O(E4R,, (m(]:);n:c)]) For ease of notation, let
b(m U[%ZUZ} (whichis@(%)) : (5)

i=1




Lemma 1. Suppose m > 4. Then
Eo [Rin(Ca(F), )]

Ex [Rin(Co(F), z))
oo < Rml(Co(F).D) <

- 1—2b(m)

Concentration We now show that ARm((E,E(]: ),x) is tightly concentrated around its ex-
pectation because it is a self-bounding function [4 [6] (see also Def. [2[in the supplementary
material). We call the widest range of F the quantity

Tijsctelg(r;gf@)—ryglf(y)) (<b—a) . (6)
It is possible that r <« b — a, for example, when F contains a function f and a function

g = f+c for some c € R. The widest range of the empirical and distributional centralizations
of F is the same as the widest range of F.

Theorem 1. Suppose m > 1, and let x =1+ 2b(m). For any § € (0, 1), with probability at
least 1 — § over the choice of x, it holds that

Ex R Co(F), )] <R, (Co(F), )+

2 P
27’)(111% rxln% 2rx (R (Co(F), x)+rb(m)) ln%
+ + (7

3m \/§m

The ERA of F is a self-bounding function [5 Sect. 5.1], but proving this fact for the ERA of
the empirical centralization C,(F) of F is more challenging (see proof in the supplementary

m

material), because the empirical centralization C,(F) itself depends on the sample x. This
result, together with Lemma [1} enables us to use the ERA of the empirical centralization,
and Monte-Carlo estimations of it, to derive practical sharp upper-bounds to the SD.

3 Uniform convergence bounds

We now introduce novel bounds to the SD using the ERA of the empirical centralization.
Before doing so, we must introduce an important technical concept.

Wimpy variance The raw (i.e., non-centralized) wimpy variance W'(F) of F and the
(centralized) wimpy variance W(F) of F are key quantities in the study of probabilistic tail
bounds to the SD [7, Ch. 11]. They are defined as

W(F) = sup E,p [(f(2)?] , and W(F) = supE,.p [(f(z) — Ep[f)?] . (8)
feF feF

Naturally, the raw wimpy variance is always greater or equal to its centralized counterpart,
and potentially much larger. A key identity that we use throughout this work is
W(F) = W (Cp(F)) = W(Cp(F)) .

Empirical estimators on x for the raw wimpy variance and for the wimpy variance are

W (F) = sup - Y- (7o) and Wo(F) = sup 3 (7(00) ~ Exl1])°

To compute the sample-dependent bounds to the SD that we introduce later in this section,
we develop novel tail bounds to these estimators, which we believe to be of independent
interest. Most prior work assumed known a-priori bounds to the wimpy variances, but we
show that they can be replaced by empirical bounds. Maurer and Pontil [I8] prove that the
sample variance (i.e., when F is a singleton) is a weakly self-bounding function [20]. Our
result holds for general F, and is stronger, as we show that the wimpy variance is a (strongly)
self-bounding function [4, [6] (see also Def. [2|in the supplementary material).

Theorem 2. Suppose m > 2. Let § € (0,1). With probability > 1 — 6 over the choice of x,

2 —
_ r?1n % r2ln % 2r2 W, (F) In %
W(F) < —W,(F) + — + : 9)

m—1 m—1 m—1



Bounds to the SD Bousquet [8, Thm. 2.3 (presented here for clarity in a slightly weaker
form)] uses the wimpy variance to derive concentration bounds for the SD.

Theorem 3 (8, Thm. 2.3). Let 6 € (0,1). With probability > 1— ¢ over the choice of x,

SD(F,xz) < E, [SD(F,z)] +

27"111% + \/Z(W(}_) +4r E, [SD(]:’:E)DIH% (10)

m m

By plugging the r.h.s. of the symmetrization inequalities and in the r.h.s. of ,
one can obtain bounds that depend on the RA of F or on the RA of the distributional
centralization Cp(F). Neither of these bounds are sample-dependent. Such a bound can
be obtained, for example, by using the ERA of F and a tail bound (e.g., McDiarmid [19]’s
inequality or a tail bound for self-bounding functions [6]) on the deviation of the ERA
from the RA. The following result states our sample-dependent bound to the SD using

the empirical centralization 6w(f ) and tail bounds to the wimpy variance, obtained by
combining Lemma |1f and Thms. [1| to

Theorem 4. Assume m >4, and let n € (0,1). Take v to be the r.h.s. of @ computed with
0 =n/3, so Pr(W(F) > v) < 1/3, and take A to be the r.h.s. of computed with § = n/3, so
Pr(E, (R, (Cx(F), )] > N) < n/3. With probability > 1 —n over the choice of x, it holds that

2\ 27‘1n% J 2(v + 877/ (1-2b(m))) ln%
SD(f,m)gl_Qb(m)+ T T — .
The r.h.s. is
. rln t J (W(F) + 1R, (Cp(F), D) + r/yi) In -
Tb(m)Rm (Co(F)z) +0 —+ — !

Is there any advantage in using this bound, i.e., in using empirical centralization, rather than
using a bound involving the ERA of F7 I.e., how does it compare to the standard bound

gln J (W(F) + qR,,(F, D) + WF) ) In &
Jr

SD(F,z) < 2R,, (F,z) + O 1
m

m

We shall see that the 7*/vm and ¢vW'(F)/\/m terms are incomparable, though both appear
only in transient O(m*3/ *) terms, and the remaining differences all favor centralization. Most
previous studies focused on the behavior of SD bounds as functions of the sample size m,
but we believe that efficient SD bounds for practical applications (e.g., [T} 21}, 22} 24] 25]),
must improve the dependence also on the other parameters, the wimpy variance being the
most important. Indeed, developing such bounds is the goal of this work.

First of all, we remark that the dependence on the wimpy variance shown in cannot,

be improved: any bound to the SD of F must be QVW(F)In < /m, as can be shown using
minimax lower bounds and median-of-means bounds [10, [I5]. The question is thus whether

the complezity terms, i.e., R,,(F,x) and R,,(C,(F), ) can match this lower bound. Lemma

answers this question in the negative for R,,(F), and in the positive for R,,(C,(F),x): the
ERA of F is controlled (in part) by the empirical raw wimpy variance, whereas the ERA of
C(F) has corresponding depence on the empirical (centralized) wimpy variance. As with
ordinary function variances, the raw wimpy variance can be unboundedly larger than the
(centralized) wimpy variance, e.g., in the constant function family F = {x + c}.

Lemma 2. For any x € X™, it holds

Wa(F) and R,,(Co,(F),x) > Wa(F)

m 2m

Ry (F,z) >

Furthermore, it holds

lim v/mR,,(F,D) > /2Wr(F) and lim v/mR,,(Cp(F), D) >/ 2W(F) .

m—0o0 m—0o0



To make the result concrete, consider that as soon as F contains a function fand a “c-shifted”
version of it f + ¢, for some ¢ € RT, then supg€f|[Em [9]] > ¢/2, thus W5, (F) > ¢*/4, and from

the above lemma, R,,(F,x) > ¢/v&m, but R,,(C,(F), ) does not suffer from this issue.

The significance of Lernrnais that a dependence on the (centralized) wimpy variance cannot
be obtained without empirical centralization. One must settle for dependence on the raw
wimpy variance, which can be unboundendly larger than its centralized counterpart. The
result also tells us that a dependence on the (centralized) wimpy variance may be attained
with empirical centralization. We show next that such is indeed the case.

Optimal dependence on wimpy variance The quantity R,,(C,(F), ) is an ERA, thus
it can be upper-bounded using Massart’s finite-class lemma [16], lemma 5.2]. We now apply
this celebrated result to bound the ERA under empirical centralization while including the
absolute value (absent from some presentations) inside the supremum of the ERA.

Corollary 1. Assume that F is finite. Let F. = FU{—f, f € F}. It holds

f ) < \/2vvm<f> tnlCa(F)| )

m

The use of F_ is neededﬂ to handle the absolute value in our definition of the ERA (see (1).
Without empirical centralization, the dependence would be on the raw wimpy variance,
which equals the squared ¢, norm in “classic” presentations of Massart’s lemma. Corollary
shows that empirical centralization enables optimal dependence on the centralized wimpy
variance, which cannot be obtained without empirical centralization, as shown in Lemma

Monte-Carlo estimation The quantity R,,(C,(F), ) is an ERA, so it “suffers” from
the usual issue of how to actually compute or bound it in order to bound the SD via
Thm. |4l While analytical methods (e.g., Massart’s lemma) yield (generally loose) bounds,
Monte-Carlo estimation with proper tail bounds gives better results in practice, and it was
proposed almost concurrently with the introduction of the ERA [3].

Definition 1. Let o € (£1)"""™ be a matrix of i.i.d. Rademacher r.v.s. The Monte-Carlo

ERA AR?,L(]:,:B, o) of F on x w.r.t. o is the quantity

Z i,jf(xi)

R (F,xz,0) sup
F )= LS|

It clearly holds E,[R7(F,z,0)] = R,,(F,x). Bartlett and Mendelson [3, Thm. 11] show
that the MC-ERA with n = 1 is concentrated about the ERA as

. - —2me?

Pr(‘Rm(}',m)—R}n(}",m,U)‘25)SZexp( > )

o q
The r.h.s. can be used in Thm. [4]inside the definition of A (with the needed adjustment of
the confidence parameter § using a union bound), thus obtaining an upper bound to the
SD using the MC-ERA. The leitmotif of this work is to obtain strong, practical, sample-
dependent bounds to the SD, so we derive a novel tail bound to the MC-ERA (Thm. [5| ' for
general n, where the strong dependence on ¢? of the above bound is replaced by a much
weaker dependence primarily on W(F). This change is similar to how Thm. [3| improves
over textbook bounds to the SD that use McDiarmid’s bounded difference inequality. Our
improved variance-sensitive bound uses a transportation-method inequality due to Samson
[26] to upper bound the expectation of suprema of empirical processes. This result is, to our
knowledge, novel, and is worst-case asymptotically equivalent to the McDiarmid bounds, and
improves over it when the wimpy variance is small. The bound uses the empirical mazimum
dr(x) of F on x, defined as

gr(@)= sup [f(z)] (Zq) .
feF,xcx

2Since |C, (F| < 2|C,(F)|, the bound can be reformulated as function of |C,(F)| only.



Theorem 5. Let o € (+1)""™ be a matriz of i.i.d. Rademacher r.v.’s. Let § € (0,1). With
probability at least 1 — § over the choice of o, it holds

1 — 1
. . 24r(x)In < AWr (F)In =
R, (F,z) <R™(F,z,0) + — 2 4 ° <N (12)
3nm nm

Empirical centralization obtains a dependence on the empirical wimpy variance of F, rather
than on the raw (i.e., non-centralized) one. This advantage propagates when using the
MC-ERA of the empirical centralization to bound the SD of F. The dependence on the
empirical maximum changes from ¢r(x) to (jém( ]_->(33), which can be a large improvement

(and G¢_ () < 245 () at most).

Corollary 2. Let o € (£1)"*™ be a matriz of i.i.d. Rademacher r.v.’s. Let § € (0,1). With
probability at least 1 — § over the choice of o, it holds

~ 1 — 1
R (C B (& 20 py(x)Ins AW, (F)In
Rin(Co(F), ) < RY(Co(F), @, 0) + —= 37>m 5, — 5

Although n =1 Monte-Carlo trials are sufficient to match the convergence rate of Thm.
the Monte-Carlo estimation error term can still be a significant portion of the total SD
bound. For practical usage, particularly with small sample sizes, or when extremely tight
bounds are needed, more Monte-Carlo trials (i.e., larger n) rapidly reduce the Monte-Carlo
estimation error, and this error is soon dominated by the tail bound terms of Thm.

Example: batch panel of experts Consider now the batch panel of experts problem,
where F is a finite family of experts, and the task is to select the (approximately) most
accurate among them, given a sample of labeled instances. With the Monte-Carlo method,
we may sharply bound the SD whenever evaluating the requisite suprema is computationally
feasible, i.e., via enumeration of F. Furthermore, we automatically benefit from data-
dependent and distribution-dependent structure, e.g., highly correlated or anticorrelated
experts, and low wimpy variance over uniformly accurate F. This example immediately
extends to model selection via structural risk minimization if, e.g., the experts are organized
into concentric groups by some a priori confidence or quality estimate.
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Figure 1: Comparison of SD bounds as functions of the sample size m. See the main text for
an explanation of the results.

4 Experimental evaluation

We performed experiments to evaluate the various bounds presented in the previous sec-
tions and compare the bounds to the SD using empirical centralization to those without
centralization. The code is included in the supplementary material.

Function families We consider the function families JF,, for any p > 1, containing all
unit £,-norm-constrained linear functions in R%, ie.,

Fp={zw z,weRst |w|, <1} .
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Figure 2: Upper bounds to complexity measures and SD as functions of the sample size m.
See the main text for details.

These families are of immediate interest in many machine learning settings, such as the
analysis of support vector machines and neural networks, as both consist of Lipschitz loss
and/or activation functions applied to one or more linear functions (see, e.g., [3] for analysis).
Additionally, a bound on the SD of F,, over diAstribution D over R corresponds to the radius
of the £, , (Hélder dual norm) ball about E[x] in which Ep[x] € R? falls. Such balls can
be used to estimate covariance matrices, high-dimensional sufficient statistics in graphical
models [9], and to learn equilibria in simulation-based games [11 [2].

Analytical bounds to the ERA of 7, on  and Monte-Carlo estimates of it (see Def. 1] are
relatively straightforward [27, Lemmas 26.10, 26.11] (see Lemma 5| in the supplementary
material). The following lemma extends these results to the empirical centralization.

Lemma 3. Let x = %221 x; € R, For the ¢, norm, it holds

- 1 1 21n(2d
R(Col 1)) = H—Zaim—w < maxl; — | a2
mai= oo ' m
while for the £y norm, it holds
R(CalFa ) = Ey ([ S ot — )| | < maxr, — 2,
xr) = b o;\r; — X max(r, — Tlo—— .
m @ 2/ o m - 1\ L , = iX 2 2@

Similar bounds are possible for other values of p; e.g., by linearity, the case of p = oo is
trivial. Note that in addition to computing MC-ERAs from /,, , dual norms, we may also
compute (raw) empirical wimpy variances from operator norms of (raw) covariance matrices
of . In particular, for F;, it is easy to show that the wimpy variance is simply the largest
variance along any standard basis vector. Similarly, for F,, the wimpy variance is simply the
maximum variance along any unit vector, i.e., the spectral norm of the covariance matrix.

Data generation and parameter values We generated the samples « for our experi-
ments from random distributions over R?. The ERA of the family F; is susceptible to the
value of d (see Lemma [3[ and Lemma [5| in the supplementary material), so we use d = 4
and d = 256, while in the case of F, the ERA is independent of d, so we use d = 64.
Details of the distributions are in the supplementary material. Range-like quantities (e.g.,
g, G, r) can be computed from the data and/or known a-priori bounds: r = 1 for our F;
experiments and r = 8 for the F, case. (Raw) wimpy variances correspond to norms of
the (raw) covariance matrices used for data generation (see the supplementary material for
details). In all experiments, we used 6 = 0.01 and n = 32 (we comment on this choice below).
The sample size m varied from 4 (the minimum possible, due to Lemma |1)) to 107.

A note on results visualization We present all of our results in plots with log-log axes,
so that convergence rates are clearly visible as slopes, and constant factors as vertical
offsets. The x-axis is the sample size m. Since we expect asymptotic convergence rates
x €/ym, where C depends on the (possibly raw) wimpy variance of F, r, and d, we plot



all quantities multiplied by /m. This transformation allows to clearly visualize ©(C/yvm)
behaviors as straight horizontal lines, and o(C/ym) behaviors as (transient) downward slopes.

For completeness, we show plots without the scaling by v/m in the supplementary material.

Besglts Figure (1| compares fgur lgounds to the SD: using the Monte-Carlo estimate
R (Cx(Fp), x, o) for the ERA R,,(C,(F,
using the Monte-Carlo estimate AR%(]—"p, x, o) for the ERA R, (Fp,x) of the non-centralized
F,, using analytical bounds to fim(CAw(]—'p
to Rm(}'p, x) from Lemma (in the supplementary material). The thicker grey line is the

quantity v/mr; bounds above this line are vacuous.

),x) of the empirical centralization of F, on z,

), ) from Lemma [3| and using analytical bounds

At very small sample sizes (when all bounds are vacuous), the bounds obtained without
centralization are sharper than the bounds with empirical centralization, due to the bias-
correction of Lemma [1| (see £ in Thm. [4) and the (fast-decaying) ©(7/m**) term of Thm.
Before m ~ 200, when bounds become non-vacuous, the advantages of empirical centralization
become clear, and increase with the sample size. Recall that each bound is scaled by v/m,
thus all are asymptotically horizontal, as ©(¢/y/m) terms eventually dominate the bound
to the SD, where C varies greatly between bounds and methods. Thus without empirical
centralization, obtaining the same bound to the SD would require a larger sample size m
than with empirical centralization (this effect can be better observed in the non-v/m-scaled
plots in Fig. [3|in the supplementary material.) The Monte-Carlo estimate, despite using
only n = 32 Monte-Carlo trials, gives better bounds to the SD than an analytical approach.

In Fig. 2l we drill down on the SD bounds using the Monte-Carlo estimate R (C,, (Fp)z,0)

for the ERA ARm(Cw(}'p), x) of the empirical centralization of F, on x, showing this quantity,

together with the upper boynds to other intermediate quantities, that eventually lead to the
SD bound: the ERA R,,(C,(F,),x) (obtained by applying Thm. to the MC-ERA), the

p

RA R,,(F,,D) (obtained by applying Thm. [Ifand Lemma [I|to the bound on the ERA)E|
and SD (obtained by applying the r.h.s. of (4) and Thm. [3[to the bound on the RA).

At small sample sizes, the fast-decaying terms dominate the bounds to the RA and SD,
but, true to their nature, quickly become negligible: all bounds are asymptotically ©(¢/vm),
where C, which in the plots in Fig. [2] appear as the vertical offset of each curve at high
sample sizes, depends mostly on the wimpy variance of F and the range r. The bounds

that decay as ©VW(F)/m (i.e., the MC-ERA — ERA and RA — SD bounds) introduce
constant factor terms, manifest as asymptotic vertical gaps, whereas the remaining bounds
entirely vanish asymptotically. The gap from the MC-ERA to the ERA would disappear as
the number n of Monte-Carlo trials (which we fixed at n = 32) increases.

The range and wimpy variances are approximately the same in both F; experiments but the
MC-ERA are much larger when d = 256 because here the RA is essentially the expected
largest distance traveled over d random walks, which increases with d (see also Lemma [3)).

In conclusion, the results confirm the advantages of empirical centralization to obtain tighter
bounds to the SD with optimal dependence on the wimpy variance, while still maintaining
the same behavior in terms of the number of samples as bounds not using centralization.

5 Conclusions

We develop practical, sharp, sample-dependent probabilistic bounds to the SD through
empirical centralization, together with novel results on the concentration of the wimpy
variance and of Monte-Carlo estimates of the ERA. Our bounds exhibit optimal dependence
on the wimpy variance and the same dependence on the number of samples as bounds not
using centralization. The results of our experimental evaluation show that the advantage is
significant even at small sample sizes, and remains so as the sample size grows. In future work,
we will explore the important relationship between centralization and localization [T, [14].

3We do not plot a line for a bound to [Ew[ARm(Cw(]:wLw)} using only Thm. |1f because the
fully-multiplicative correction from Lemma is negligible and rapidly decaying.



Statement of broader impact

The goal of our work is to make it possible to get the best possible bounds to the SD as
possible from the available data. By reducing the amount of data needed to achieve a certain
bound to the SD, we essentially increase the value of each data point, or on the flip side,
make each “unit of bound” cheaper. We make essentially no assumption on the family of
functions we consider, thus our results are very broadly applicable. As concepts and results
from uniform convergence are being used in fields very different than learning (e.g., graph
analysis, statistical hypothesis testing, and more, see the Introduction for some references),
we believe that enabling machine learning practitioners to better understand their models,
and scientists in other fields to make better use of their data is a positive effort. Certainly,
we cannot predict possible misuse of our results, either voluntary or involuntary, in the same
way that theoretical results of general applicability are often misused or misapplied (as an
example, consider secure cryptographic ciphers that are implemented in the wrong way or
used in a cryptographic system is not end-to-end secure).
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Supplementary Material
for
Sharp uniform convergence bounds
through empirical centralization

A Proofs

Lemma 1. Suppose m > 4. Then
Ee [Rin(Co(F), @)
1+ 2b(m)

Ep [Rin(Co(F), )]
1—2b(m)

< RL(Cp(F),D) <

Proof. We first show the rightmost inequality. Starting from the definition of the RA of the
distributional centralization, and then subtracting and adding E_[f], it holds

(1)~ Eal) + Bl = E0l1))

mi=

The subadditivity of the supremum and of the absolute value, and the linearity of the
expectation allow us to split the r.h.s. into two summands and obtain

R (Cp(F), D) = Eya [sup

Ru(ColF)D) < Eg 00| -5 0(0) — Eul )| +Eae [s00 | - > (Ealr] — Elr)
€ i=1 € i=1

Both terms on the r.h.s. can be seen as expectations w.r.t.  of the ERAs on x of two
sample-dependent families: the empirical centralization of F, and the family

»={y - B[/ —Eplf].f € F} .
Each function in K, is constant. Thus, we can write
Ru(Co(F), D) < By [Ryy(Cal(F), )] + By [Rou (K, @) - (13)
Using and the linearity of expectation we have that, for each € X™, it holds
Rin(Ke, ) = ilelgl[ﬁm[f] — Ep[f][b(m) = SD(F,z)b(m) = SD(Cp(F), x)b(m),  (14)

where in the last step we use the fact that the SD is invariant to shifting of functions.
Continuing from and using and the rightmost inequality of , we obtain

Rw(Cp(F), D) < By [Ryy(Cal(F), )] + 2R,u(Cp(F), D)b(m) -
The hypothesis m > 4 implies 1 — 2b(m) > 0 (see (5])), so we can rewrite the above as
1 ~ ~
R,,.(C D)< —E,|R,,(C
w(Co(F),D) < Tgprs e [Ru(CalF), 2)].
which completes the proof of the upper bound.

We next show the lower bound. Starting from the definition of R,,,(C(F), ) and subtracting
and adding Ep[f], it holds

m

E[Ron(ColF), 2)] =, . [Sup 1 3o, <(f(xi) —Eplf]) + (Eplf] — [Em[f])> H

feF|m =

The subadditivity of the supremum and of the absolute value, and the linearity of the
expectation allow us to split the r.h.s. into two summands and obtain

LS ou(fe) - [EDm)H

i=1

il -e)) - (15)

EuRon(Co(F).2)] <Eua [;,gg

+E o [bup
feF|m

11



The first term on the r.h.s. is the RA of the distributional centralization of F, i.e., it is
R, (Cp(F), D). The second term is the expectation w.r.t.  of the ERA on x of the family

Each function in Z, is constant. Proceeding in exactly the same way as we did for the family
K, in the proof of the upper bound, we can write

Ri(Z, @) = SD(Cp(F), @)b(m) . (16)
Continuing from and using and the rightmost inequality of , we obtain

and our proof is complete. O

Definition 2. A function Z € XY™ — R is («,)-self-bounding with scale +y, for some a > 0,
B >0,y >0 if for each j = 1,...,m, there exists a function Z; € X™ — R such that, for any
x € X™ it holds that

1. Z;(x) does not depend on the j-th component x; of x; and
2. it holds Z;(x) < Z(x) < Z;(x) + ;

Additionally, the functions Z;, j = 1,...,m, must be such that, for any € &A™, it holds

> <Z(x) - zj(:c)> < aZ(x)+ .

j=1

Theorem 6. Let Z be a function from X™ to R that is («, 8)-self-bounding with scale v, for
a>1/3 Leté € (0,1) and let x be a collection of m i.i.d. samples from X. With probability
at least 1 — § over the choice of x, it holds

Ep [Z(x)] < Z(x) + a’yln% + \/(a’yln %) +2y(aZ(z) + ) ln% . (17)

Additionally, when o = 1, we may improve the constants to

E, [Z(z)] < Z(x) + %’yln% + \/(%*ﬂn %) +2v(Z(x) + B) ln% . (18)

Proof. In both cases, we will assume WLOG v = 1. The results then hold by linearity, noting
that if Z(-) is a-3 self-bounding, with scale v, then ~Z(-) is a-#/v self-bounding, with scale 1;
the general case thus follows by dividing out ~, obtaining a bound, and then multiplying
through by ~.

We first show eq. . Assume scale v = 1. It is known that for v = 1, we have for all
a> %7 as described in [6, Thm. 1], which improves the earlier bounds of [17]

2

Pr(2(e) < Eaf2@)] —o) < o (5 SR 5)) . (19)

Now, taking § equal to the RHS of , and solving for ¢, this implies that with probability
at least 1 — §, we have

B
«

Z(x)+ — >, [Z —i———\/ 2(ak, +5)lng.

Note that this is a quadratic inequality in {/E, [Z(x)] + g, solving for which (via the

quadratic formula) yields nondegenerate solution

2
. [Z(x)] < Z(x) + aln% + \/(a In %) +2a(E, [Z(x)] + B) ln% .

12



Finally, in the general case, with ~-scaling, we have

E, [Z(2)] < Z(z) + ~o h% 4 \/(m In %) + 27a(E, [Z(z)] + 8) m% .

We now show eq. (i-e., assume « = 1). Again assume v = 1. This result follows via
identical logic to the above, this time using the sub-gamma form (see Boucheron et al. [7]
Ch. 2.1], section 2.1) of the stronger sub-Poisson 1-§ self-bounding function inequality [4]
Thm. 1].

In particular, here we have that with probability at least 1 — 4,

2(@) > E, 2@)) + 1102 — |/2(E, [Z(@) + 5)ln s |

which by the quadratic formula, yields

2
E, [Z(z)] < Z(z) + gln% + ﬂ%m%) +2(E, [Z(2)] + B) 1n% :

The general result then follows via ~-scaling.
O

Theorem 1. Suppose m > 1, and let x =1+ 2b(m). For any § € (0,1), with probability at
least 1 — 9 over the choice of x, it holds that

2
2rxln% rxln% 2 (R, (Co(F), )+Tb(m))1n%
+ +

3m V3m

Ex[Rn(Co(F), @) <R (Co(F), @)+ - (7)

m

Proof. This proof proceeds by showmg that R, (Cx(F is a (1,7b(m))-self-bounding
function with scale ™/m, then applying (18] from Thm Ef First note that the result trivially
holds for m = 1, as the empirically centrahzed ERA will always be 0, thus we assume m > 2
henceforth.

For any © € &A™, let R

Y(x) = Ry, (Co(F), @),
and let x\; (resp. oy;) denote the m — 1-dimensional vector of all but the j-th element of
(resp. o). Define

Y](iL') = m—_lARm—l (ém\j (‘F)vw\j) = [Ecr [Sup i Z 0; (f('rz) - [Em\][fD ‘|
m feF MV 2755

We define these functions for convenience of notation. They will be handy when we later
introduce the functions Z and Z;, j = 1,...,m that we want to show to be self-bounding.

We now show that Y,(z) < Y(x) + 7/mb(m). Starting from the definition of Y;(x) and
adding and subtracting (f(z;) — [Em\j [f])/2m to the argument of the supremum, it holds

Yo@) = B, fsup || S (4(00) — B 1) | + 5 ()~ B 1D = 500C05) — B 1)
i#]

Doubling and halving the sum in the argument of the expectation, and leveraging the
subadditivity of the supremum and of the absolute value, we obtain

5 [0 3o (1600 — Ea 1) + (10~ B2, 1)
Yj(a:) < [E,,\j Z;
3 (spafEn -t (o
L i#j B

13



The two-term sum forming the argument of the outermost expectation is the expectation
w.r.t. only o; (i.e., conditioned on a\;) of the quantity

1|& .
sup = ;% (f(zy) —[Em\j[f])’ :

Thus, using the law of total expectation, we can write

m

S o, (fla) - Ew\jm)ﬂ

1
Y.(x) < E, [sup —
=1

’ feF m

By subtracting and adding [Ew[ f] to each term of the sum, and using the subadditivity of
the supremum and of the absolute value, and the linearity of the expectation, we obtain

S o, (7). )]+ [ S o, (Ealf] — Ea, )]

i=1 fer m
=Y(x)

1
Y;(x) <E, |sup —
feFm

(20)
The first term on the r.h.s. is Y(z). The second term is the ERA of the sample-dependent
family

W, = {y > %(f(wj) — g L], f € ]:} '

Each function in W, is constant. Using (5)) and the linearity of expectation, like we did in
the proof of Lemma [I| for the family I, (see ), it holds

Ry (W) = == supl ;) = Ea f]]bm) < Zbiom)

Thus, continuing from by incorporating the above fact, it holds
r
Yi(x) <Y(x) + Eb(m) ) (21)

We now show that Y;(x) > Y(x) — (1 + b(m))"/m. Starting from the definition of Y; and

adding and removing
% (Uj(f(xj) - [Em\j[f]))

to the argument of the supremum, it holds

1 e - N .

Y(@) =E, [sup— || > o; (fx;) = Eu [f)) | +0;(F(z)) — Eu ) — 0(f(;) — Eu [ f])

ferm\ =1
i#]
Then, from the triangle inequality and the fact that

]Sclelg|0j(f<mj> — Eq D] <,

we obtain
m

> o (fla) - fﬁz\j[f])H o

1
Yi(x) > E, [sup —
-1

’ feF m

From here, we add and subtract O'Z-[Ew[ f] to each term of the sum, and then use the triangle
inequality, the subadditivity of the supremum, and the linearity of expectation, to obtain

Y(x) > E, [ig % f;a (f(:) = Ealf]) ] —E, [?39% ia (Ealf] - Eo 1) } -— .

=Y(x)

The second term on the r.h.s. is again the ERA of a family of constant functions, each of
them taking value at most 7/m. Thus using , it follows that

Y(@) > Y(x) — (1+ b(m))% .

14



Combining the above and , we obtain

Y(@) — (1+b(m))— < Y,(@) < Y(@) + —b(m) . (22)

m m

We now show that .
Z (@) < Y(@) . (23)

Starting from the definition of the Y; functions, and using the linearity of expectation and
the subadditivity of the supremum

m m 1 m A
;Yj(sc) = ;[Ea sup — Z:;#jai (f(zy) %[f])H
> [, [sup 1 Z Z o; (f(xi) — [Em\j[f]) 1
feF M5 21 0%

We rearrange the terms in the double sums, and use the linearity of expectation to obtain

jf;vj@c)z[ﬁ im0 ‘(f<a:i>uf:m[f]>]
o (f( [f])H,

which completes our proof of 7 as the last expectation is Y(x).

> (m—1)E [sup—

=1

Define now the functions
Z(x) =Y(x) and Z;(x) = Y (x) — ib(m) for each j=1,...,m
m

The value of Z;(x) clearly does not dependent on the j-th component of . Also, from
it follows that

Z,(x) < Z(z) < Z;(x) + (1+ 2b(m))% for each j=1,...,m .

A consequence of is finally that

m

> (Z(x) —Zj(z)) < Z(x) + rb(m) .

J=1

Thus Z, i.e., R,,(Co(F), ), is a (1, rb(m))-self-bounding function with scale (1 + 2b(m))r/m.
An application of (18) from Thm. [f] completes the proof. O

Before proving Thm. [2] we need the following lemma.

Lemma 4. It holds
W(F) <

Proof. Using Bessel’s correction, we can rewrite the definition of wimpy variance to use the
empirical expectation as

W) = sk, [ L3 (7o)~ Eplf)’] =sup b [ =153 () — Ealn)]

feF mi3

An application of Jensen’s inequality gives

W(F) < [Ezl sup
rerm — 1=




Theorem 2. Suppose m > 2. Let § € (0,1). With probability > 1 — 6 over the choice of x,

_ r?1n % r21n % 2r2 ":flww (F)In %
W(F) < —W_(F) + + + . ©))

m—1 m—1 m—1 m—1
Proof. This proof proceeds by showing that W, (F) is a (m/m-1, 0)-self-bounding with scale
7?/m, then applying Lemma and finally from Thm.

Let @,; denote the vector x with the j-th component removed, as we defined it also in the
proof for Thm. [Il Let V,[f] denote the (unbiased) sample variance of f over z, i.c.,

- 1 & -
Volf) = —= " (flw) — Ealr))’
Define [ om
m = ~ 2
2(@) = g WalF) = supVlf] = sup === | (f(a:) — Ealf])
€ € =1
and )

D () —Ea ) (24)
We first show that ) i
Z;(x) = sup [vm[f] — E(f(x]) — [Em\][f]> } , (25)

feF

as this form comes in handy many times. Starting from the definition of Z; in (24)), we add
- 2

and subtract ﬁ( f(z;) —Eg [f]) to the argument of the supremum, and then add and

subtract £, [f] to the argument of the sum, to obtain:

2,() = sup — [(fj (f(zs) — Ea m)z) — (fay) -

f€.7:m_1 —1

£, )]

= oup 1 130 (4000 — Balt) + (Balf ~ £ 1)) ~ (e -

ferm—1[\iH

£, )]

By expressing the square in the argument of the sum, separating the three resulting terms in
three distinct sums (associative property of the sum), and noticing that one of these sum is

Z:il(f(mz) —[E,[f]) =0, and another has argument (E,[f] — [Ew\j [f])2 independent from ¢,
we obtain

Z;(x) = sup ! [(Z (f(xy) —[Em[f])2> +m(E(f] — Eo [f]) — (f(xy) —[Em\j{f}>2]

fe]-‘mfl

=(m=1)Vy|f]
It holds [Em[f] = %f(x]) + mT_l[Em\j[f], so we have
1. 2 -

[<m )Vl () = e 1)) — (7))~ B m)ﬂ

Zi(x) = sup

/ fe]—‘m—l m

The identity in then follows through simple algebraic steps.

We want to show that Z is a (7/m—1,0)-self-bounding function with scale */m (see Def. [2)).
By definition of Z; in , the value of Z;(x) does not depend on the j-th component of x,
as required by the first point in Def.
We now show that, for any 7 =1, ..., m, it holds,

2

Zj(x) <Z(x) <Zj(x) + % for any x € X™, (26)
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as required by the second point in Def.[2| The leftmost inequality follows from the definitions
of Z and Z;. To show the rightmost inequality, we start from , and use the subadditivity
of the supremum to obtain

2,02 | (sup¥ulsl) - (smp = (1te) — £, 1))

feF ferm
=Z(x)
The rightmost supremum is always smaller than v*/m because |f(x;) — [Em\j [f]] < r, thus we
have obtained the rightmost inequality in .

We now show that, for any « € X, it holds

m

3 (2(@) - Z)(2) < ——7(a),

=1 m—1

as in the last requirement of Def. [2| Starting again from and using the subadditivity of
the supremum, it holds

e = ~ 1 ~ 2 LU N 1 ~ 2
>-2(e) = D oup [Valf) = (0o — B )] 2 smp D2 [9alrl = (1)~ Ea 1]

By simple algebra we then get

U R 1 - )
;Zj(J?) > Jsctelg [mvz[ﬂ - 2. (f(z;) — Eq 1) ]
From here, we use the fact that
~ 1 .
Ee., [f1= m(mﬂim[ﬂ — f(xj)),
to get
m R 1 m m . ) ,
;Zg‘(x) > ?1612 {me[f] - ; (—m — 1f(xj) — m[wm) ]

Now by simplifying some terms on the r.h.s., we obtain

m 1 &

; Zj(x) > sup mVg([f] — w12

. 2
(/) — Ealf])
Collecting terms and using the original definition of Z results in

> 2@ > (m--25) 26e)

m—1
Thus,
m

Z (Z(x) — Z,(x)) < mZ(x) — (m - —1) Z(x) <

m —

m

m—lz(w)’

which concludes our proof that Z, is (m/m—1,0)-self-bounding with scale m*/m.

We now use the above fact to prove the thesis. A consequence of Lemma [4] is

Pr (W, (F) < W(F) —¢) < Pr (Wol(F) £ ——F,[W,(F)] —¢)
T T m—1
From here, we use the definition
Z(z) = ——W,,(F)

m—1

and apply from Thm. |§| to obtain the thesis. O
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The constants in this bound are somewhat sub-optimal, as there is a significant gap between
the best-known (sub-Poisson) tails for (1, 0)-self-bounding and the best-known (sub-gamma)
tails for (1+ ¢, 0)-self-bounding functions. We hope that future work leads to refined analysis
of tail bounds for («, 0)-self-bounding functions that decay gracefully as a exceeds 1.

Lemma 2. For any x € X™, it holds

W (F) .

R (Fa) > Wa(F)
m(F,®) 2 2m - 2m

Furthermore, it holds

lim mR,,(F,D) > \/2Wr(F) and lim /mR,,(Cp(F),D) > \/2W(F) .

m—00 m—o0 g

Proof. From the subadditivity of the supremum, it holds that

> ouf(e

An application of Khintchine’s inequality [12] gives

Ro(F,2) 2 supE, ||

2 (F.a) > T

Jer \/_

where f(x) denotes the m-dimensional vector of values of f on @. The proof of the leftmost
inequality in the thesis ends by noting that

@I

m

W (F) =

The rightmost inequality is then a corollary, using the identity WY, (C,,(F)) = W, (F).

The asymptotic lower bounds follow by replacing the Khintchine’s inequality step with an
application of the central limit theorem. O

Before proving Thm. [5| we need to introduce an important technical result. For any u € R,
let h(u) = (1 4+ u)In(1 + u) — u, and let (u)+ = max (0, u).

Theorem 7 (Samson’s bound, [7, Thm. 12.11]). Let Q,,..., Q,, be possibly different proba-
bility distributions over a domain Y. Let G C X — [—1,1]. Furthermore, assume that for
each g € G and i € {1,...,m}, it holds Eg [g] = 0. Now, for anyy € Y™, let

Z(y) = sung (y;) and S? = L, [Supz Eyno, [((g(yz) g(yz{))Jr)QH

9€G

Let y € Y™, with each y; ~ Q;, independently (but not necessarily identically, since the
distributions may be different). It holdﬁ

SQ
I;r (Z(y) < Eg, [Z] —¢) < exp ( ~h (52)> ) (27)
Theorem 5. Let o € (+1)"""™ be a matriz of i.i.d. Rademacher r.v.’s. Let § € (0,1). With
probability at least 1 — § over the choice of o, it holds

~ 1 oy 1
N . 2%r(@)nt AW (F)Inl
R, (F,@) <R(F,z, o)+ — 5 4 5 (12)
3nm nm

4To be precise, this is an immediate consequence of the statement of [7, Thm. 2.11], through an
application of the Chernoff method to the moment generating function given therein.
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Proof. Without loss of generality, we assume that ¢z(x) = 1. The general case then follows
via scaling.

Let

(o —nmR"}'wa su
@) >

Zaﬂf

It holds E,[Z] = nmR,,(F, ).

We first show that we can apply Samson’s bound (Thm. @ to Z, i.e., to the scaled MC-ERA.
Consider the function family F, introduced in Coro. [} and consider the n-times Cartesian
product of F, with itself
(F)"=F  xxF, .
n times

We use f = (f1,..., f,) to denote an element of (F,)". Now, define the family
G={g(o;;) =0;.:f(x;), f € (F)"} .
The functions in G have domain Y = {—1,1} and values in [—1, 1]. It holds
(o) = sup ZZO’ ifi(x;) = sup Z g(o;) - (28)
Fe(FY" =1 = 9€9 (4,0)e{1,..n}x{1,...,m}
Thus Z has the form required by Thm. [7]

Let o’ denote a second n x m i.i.d. Rademacher matrix (like ), and define

Tji

S? =L, [ sup z”: 3 Ey [((O’j,ifj(iﬂi)—U},ifj(zi))+)2”

Fe(F)" j=1i=1
e [y S0 7]
JeFL T
It holds .
S2 < 2nmW5(F) . (29)

For each g € G, g(0;,;) and g(oy /) are independent, though not necessarily identically
distributed, for (j,1) # (j',4"), due to the dependence of g(o; ;) on indices (j,4). It also holds,
for each g € G, and indices (J,4), that E,, [g9(0; ;)] = 0, simply due to multiplication by
symmetric (Rademacher) r.v’s.

Thus, we can use Samson’s bound (Thm ' on G, Z, and S2, although it is generally more
convenient to work with F and (F,)".

We now show the thesis. Fix € € (0,1). It follows from Samson’s bound that

Pr (ARm(]:’x) >Ry (F,@,0) +5> = Pr(E[z] > Z(0) + nme) < exp <—SZ2h (%g;ze))

The function

2nme )
x

() = ah (

is monotonically decreasing in its argument. Thus, using gives

Pr (ARm(]-",;c) >R (F,z,0) +5) < exp (nm\;vrm(f)h (,\ c ))

o

Now, for u > —1/2, define the function

hi(u)=14+u—V1+4+2u .
Using the fact (see Boucheron et al. [7, Ch. 2.4]) that

h(u) > 9h; (g) for every u € (—1, 4+00),
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we obtain

Pr (R(F.2) > R(F,2z,0) +¢) <exp (g”mwrm(]:)hl (W’g(]:))

The result for r(x) = 1 is obtained by imposing that the r.h.s. be at most § and solving for &
using standard sub-gamma inequalities. The general case then follows via linear scaling. [

This bound is quite comparable to Bousquet’s bound on the SD (see Thm. [3). The variance
factors Wi, (F) and W, (F) are convenient, as they depend only on sample variances, rather
than true variances and expected supremum deviations.

Even if Samson’s inequality introduces additional 2-factors on both the range and variance
w.r.t. Thm. 3] both are divided by MC-trial count n, so for n > 2 trials, the Monte-Carlo
error terms become negligible.

B Details on the Experimental Evaluation

As mentioned in the main text, Lemma [3| is a consequence of [27, Lemmas 26.11, 26.10],
reported here for completenessﬁ

Lemma 5 (27, Lemmas 26.11, 26.10). It holds

" 1 & | 21n(2d
Rm(flva:) = [Ea l‘_ E O;&; < ma’XHmz”oo n< )7
m 4= ] i m

and

1
E ZUZ{Ci

i=1

‘ m

Rm(f%m) =Lk, [ \/E

1
< m?X”xiHZ_ .
2

We now show the centralized variants.
Lemma 3. Let 7 = %221 x; € R, For the {1 norm, it holds

R(Co(F) ) = E, H% fjtr(x )| | < male, — il | 22D
while for the {5 norm, it holds
Ri(Co(Fo), @) = Eq Hi im(% —z) 1 < max]z; — ;z||2i ~
m = ¢ vm

2

Proof. We show the ¢4 case in detail; the reasoning for the ¢; case is essentially the same
(see details at the end of the proof). The definition of R,,(Cy(F3), ) is

ARm<éa:(]:2)7x) = [EO' |: sup

wi|w]|2<1

%i}%(w "= [Em[wDH )

where

Using linearity, we then get

~ ~ 1
Rn(Ca(F2), ) = £, { sup |w-— Y o(z; — ) }
’ wiwl2<1 m ;

5The identities in the lemma are not reported in the original, but can be easily obtained through
a slightly more refined proof than the one presented in the original. See the proof of Lemma [3| for
intuition.
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. L1 m _ . .
Now, for ease of notation, let u = — ZZ L o;(x; — ). The supremum is realized when
m i

u

Julle”

because in this case the vector w has the same direction as u, and the largest possible norm
|w|, = 1. Since the two vectors w and u are collinear, the Cauchy-Schwarz inequality holds
with equality, and we have

m

1 _
w-u = Jwlsluls = Juls = H— S oy — )
m

i=1
1 & _
=3 -
m =1 9

From here, we can proceed as in the second part of the proof of [27, Lemma 26.10] to obtain
the thesis.

2
We thus obtain

Rm(éw(f2>7w) =L, [

By similar reasoning (now with Holder’s inequality in place of the Cauchy-Schwarz inequality,
and following the proof of Shalev-Shwartz and Ben-David [27, Lemma 26.11]), we get that
1 & 21In(2d
=3 e | w22
mai= o ’ m

ARm(éw(fl>7w) ol l

B.1 Data Generation

Our data distributions for both the ¢; and ¢, constrained linear family experiments are both
randomized and parameterized by dimension d. Rademacher averages and wimpy variances
depend on the randomization and d, and ranges may be bounded a priori in terms of d.

¢, Datasets In our /; experiments, each z; is independently Beta-distributed, thus @ ~
B(ay, B81) x--xB(ay, By). The parameters v and 3 are themselves randomized, in particular,
we sample a; and 3, from \/X?, where X2 is the x? distribution with k degrees of freedom.
In these datasets, r = q = 1.

{5 Datasets In our /5 experiments, we generate random mean vector u € R? and covariance
matriz X € R¥4, then sample &’ ~ N (u, X), and finally obtain sample = by projecting x’

to the nonnegative hyperquadrant of the radius Vd {5 sphere; i.e.,

T = argmin |z —2'|, .
xzeR%:| x|, <VdAO<z

Taking I; to be the identity matrix, we sample g ~ N(1,1;), and taking a ~ U(0, l)dXd

0
let X = % + I;. In these datasets, r = ¢ = V.

, we

B.2 Supplementary Plots

Figure [3[ shows the same results as Fig. [1| (in the main text), but without the scaling of
the quantities by v/m. Similarly, Fig. [4| shows the same results as Fig. [2, sans scaling by
v/m. Additionally, both plots also include a McDiarmid term 3rvIn % /2m, representing the
additive error incurred bounding the SD in terms of fi,ln(]-', x,0). We stress that this term
does not include the MC-ERA itsef, and thus is just one summand of the total McDiarmid
SD bound. Nevertheless, the McDiarmid term alone asymptotically exceeds all other bounds
in all experiments, except for the (loose) noncentralized analytical bound of F; over R?°6.

This further reinforces the improvement of variance-sensitive bounds over the (range-only)
McDiarmid bounds.
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F; over R* F, over R2%6 F, over R64
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Figure 3: Comparison of SD bounds as functions of the sample size m. See the main text for
an explanation of the results.
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Figure 4: Comparison of SD bounds as functions of the sample size m. See the main text for
an explanation of the results.
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