
To Pool or Not To Pool: Analyzing the Regularizing Effects of 
Group-Fair Training on Shared Models

Cyrus Cousins    I. Elizabeth Kumar  Suresh Venkatasubramanian
cbcousins@umass.edu     iekumar@brown.edu     suresh@brown.edu

Fairness and Overfitting

Setting: Malfare-based Fair Machine Learning

Rademacher Averages

Theoretical Restricted Hypothesis Classes

Empirical Restricted Hypothesis Classes

Experiments with Logistic Regression

Example with Linear Regression

This research was made possible in part by the generous support of the Ford 

Foundation and the MacArthur Foundation. Cyrus Cousins also wishes to 

acknowledge the Center for Data Science at the University of Massachusetts 

Amherst, where part of this work was conducted under a postdoctoral fellowship.


